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Abstract
We present a model for describing electrical conductivity along poly(CG) and poly(CT) DNA
segments with diluted base pairing within a tight-binding Hamiltonian approach. The base
pairing is restricted to occurring at a fraction p of the cytosine (C) nucleotides at which a
guanine (G) nucleotide is attached. We show that the Schrödinger equation can be mapped
exactly onto that of the one-dimensional Anderson model with diluted disorder. Using a Green
function formalism as well as exact diagonalization of the full one-dimensional Hamiltonian of
finite segments, we compute the density of states, the wavefunction of all energy eigenstates
and their corresponding localization lengths. We show that the effective disorder introduced by
the diluted base pairing is much stronger in poly(CG) than in poly(CT) segments, with
significant consequences for the electronic transport properties. The electronic wavepacket
remains localized in the poly(CT) case, while it acquires a diffusive spread for the
poly(CG)-based sequence.

1. Introduction

There has been tremendous interest in recent years in devel-
oping concepts and approaches for self-assembled systems,
searching for their electronic and optical applications [1, 2].
Biology can provide models and mechanisms for advancing
this approach, but there is no straightforward way to ap-
ply them in electronics since biological molecules are essen-
tially electrically insulating [3]. However, exquisite molecular
recognition of various natural biological materials can be used
to form a complex network of potentially useful particles for a
variety of optical, electronic, and sensing applications [4]. For
instance, investigations of electrical junctions, in which sin-
gle molecules or small molecular assemblies operate as con-
ductors connecting traditional electrical components, such as
metal or semiconductor contacts, constitute a major part of
what is nowadays known as molecular electronics [5]. Their
diversity, versatility, and amenability to control and manipula-
tion make them potentially important components in nanoelec-
tronic devices [6].

The first pioneering experiments were performed demon-
strating that individual molecules can operate as switches

one thousand times smaller than those on conventional mi-
crochips [7]. In particular, the ability to choose the sequence of
nucleotides and hence provide addressability during the self-
assembly processes makes DNA an ideal molecule for these
applications, with the potential of having profound impact in
this field. Despite Nature’s impressive ability to manufacture
and assemble complex molecules, like DNA and proteins, the
design of DNA-based devices for molecular nanoelectronics is
not yet an easy task since they are crucially dependent upon
elucidation of the mechanism and dynamics of electrons and
hole transport in them [8]. Besides, unlike proteins, DNA does
not primarily present an electron/hole-transfer problem, and
its suitability as a potential building block for molecular de-
vices may not depend only on long-distance transfer of elec-
trons and holes through the molecule. The reason for that lies
in the mechanism itself: it fails to explain the persistence of ef-
ficient charge transfer when the transfer rates do not decrease
rapidly with the transfer distance [9]. Fortunately, its π -stacked
array of base pairs does indeed provide an appropriate path-
way for long-range charge transport [10], although the mech-
anisms for long-range transport and short-range transfer may
differ entirely [11]. Strong stacking interactions result in the
fastest electron-transfer kinetics, whereas dynamical motion of
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the base pairs and reactant energetics also modulate the dis-
tance dependence of DNA-mediated charge transport, reduc-
ing its efficiency [12]. The possible influence of disorder in the
DNA sequence on its electronic transport properties has also
been a subject of recent investigations [13–18].

Hereditary information is encoded in the chemical
language of DNA and reproduced in all cells of living
organisms. The double-stranded helical structure of the DNA
is a key to its use in self-assembly applications. Each strand
of the DNA is about 2 nm wide and is composed of a linear
chain of four possible bases, namely adenine (A), cytosine (C),
guanine (G), and thymine (T), on a backbone of alternating
sugar molecules and phosphate ions. Each unit of a phosphate,
a sugar molecule, and a base is called a nucleotide. Each
nucleotide is about 0.34 nm long. The specific binding through
hydrogen bonds between adenine and thymine, and cytosine
and guanine can result in the joining of two complementary
single-stranded DNA entities to form a double-stranded DNA.

Due to their potential applications in nanoelectronics,
there has been a growing interest both in the synthesis and char-
acterization of DNA-based molecules with periodic nucleotide
sequences, and in the theoretical prediction of the electronic
properties of model molecular structures [19, 20, 22–24, 21].
Among these, molecules with binary periodic sequences have
attracted a lot of attention due to their special electronic band
structure composed of two main bands of allowed states sepa-
rated by an energy gap. Such band structure is similar to those
of solid-state semiconductors. At half-filling the presence of
the energy gap gives to these molecules an intrinsic insula-
tor character. The introduction of defects may generate states
within the gap and substantially improve the conductance, es-
pecially of finite molecules. In single-strand molecules, defects
may be originated within their own nucleotide sequences or by
laterally attaching new structures at random. However, disor-
der modifies profoundly the nature of the electronic states in
1D systems. All states usually become exponentially localized
for any amount of disorder [25]. Such exponential localization
competes with the above improvement of the conductance as-
sociated with the presence of states within the gap. Therefore,
schemes for introducing defects that minimize the tendency of
exponential localization of the electronic states are essential
for tailoring the electronic transport properties of DNA-based
structures.

Within the above context, we report in this work an
analytical as well as numerical investigation of the one-
electron states in single-strand binary DNA-based segments
with diluted base pairing. Our opting for considering
single-strand molecules was mainly motivated by the fact
that these are known to be poorer conductors than double-
stranded molecules. It was not motivated by the simplicity
of the numerical and mathematical treatment, making use, for
example, of a renormalization scheme as in [26], since similar
techniques can be used in either case. Our main intention
was to reinforce that the resonance mechanism reported in
our paper leads to an anomalous wavepacket dynamics, even
in the worse case of strong localization in single-strand
molecules. Specifically, we will consider poly(CG) and
poly(CT) segments at which guanine bases (G) are attached

laterally at a fraction of the cytosine (C) bases. Within a tight-
binding description, we will compute the density of states and
eigenfunctions of the one-electron states. We will show that
the model Hamiltonian for this system can be mapped onto
that of the Anderson chain with diluted disorder. We will
explore the influence of the effective disorder on the nature of
the one-electron states as well as on the wavepacket dynamics.
In particular, we will show that in segments formed with
complementary units (as in poly(CG)), base pairing dilution
does indeed lead to a complete exponential localization of all
one-electron states. On the other hand, in chains with non-
complementary units (as in poly(CT)), a resonant state is not
affected by the disorder and remains extended. In the presence
of such a resonant state, the wavepacket develops a diffusive
dynamics.

2. Model Hamiltonian

In what follows, we will work within a tight-binding approach.
We will consider an effective Hamiltonian describing one
electron moving in a geometry composed of a periodic
chain of alternating bases (CG or CT sequences). Our
model Hamiltonian is constructed considering the essential
ingredients responsible for the quite distinct electronic
transport properties of the poly(CG) and poly(CT) molecules
with diluted base pairing. Additional contributions will
play similar roles in poly(CG) and poly(CT) molecules. In
the tight-binding Hamiltonian model of electronic transport,
the main information taken from the underlying complex
structure is the HOMO level of its building blocks and the
transfer integrals. Previous tight-binding studies have correctly
captured several features of the electronic transport of DNA-
based molecules [27–29].

Recent results showed that more sophisticated effective
Hamiltonians are in order to capture some features of the
electronic transport in DNA. For example, the hybridization of
the overlapping p orbital in the base pair stack coupled to the
backbone is sufficient to predict the existence of a gap in the
nonequilibrium current–voltage characteristics with a minimal
number of parameters [30]. Environment effects would
effectively act as a source of disorder while the backbone
promotes the emergence of a band gap of the order of the
hopping integral connecting it to the nucleobases [31]. The
inclusion of additional terms to take into account the presence
of the sugar–phosphate backbone mainly affects the structure
of the density of states. Electrostatic interactions between base
pairs also play an important hole in the charge localization
properties of DNA [32]. These terms have no direct impact
on the resonance mechanism that we intend to describe here,
which is responsible for the emergence of a delocalized state
and for the diffusive wavepacket spread in poly(CT) molecules
with diluted base pairing.

We assume that G bases are laterally attached to the C sites
at random, with probability p (see figure 1). We consider just
a single orbital per site and nearest-neighbor transfer integrals
V (along the main chain) and V ′ (among paired bases). The
corresponding time-independent Schrödinger equation for a
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Figure 1. Schematic representation of the single-strand DNA
molecule showing the main periodic chains of alternating bases (CG
and CT sequences) with diluted base pairing. Guanine (G) bases are
laterally attached at random to a fraction p of the cytosine (C) sites.

poly(CG) sequence is given by [33]

EψG
j = V (ψC

j−1 + ψC
j+1)+ εGψ

G
j for odd j, (1)

EψC
j = V (ψG

j−1 + ψG
j+1)+ V ′β jψ

G
j + εCψ

C
j , for even j.

(2)

For a poly(CT) sequence one just has to replace G by T. εα
(α = G,T or C) represents the on-site potential at the bases
G, T or C and ψαj is the wavefunction coefficient in the single-
orbital basis, defined by

|�〉 =
∑

( j,α)

ψαj | j, α〉, (3)

where ( j, α) runs over all base units. Also, β j = 1 with
probability p and β j = 0 with probability 1 − p, where p
is the concentration of G sites attached to the single-stranded
main periodic chain. At the sites where β j = 1, we have an
additional equation:

EψG
j = V ′ψC

j + εGψ
G
j , for even j and β j = 1.

(4)

A clear picture of the nature of the electronic states on
the above model can be achieved by performing a procedure
of decimation of the attached base units. The above tight-
binding model for a DNA-based molecule can be mapped onto
an effective one-dimensional diluted Anderson model [34–37].
Such a model contains diagonal disorder diluted by an
underlying periodicity. The resulting sequence is composed
of two inter-penetrating sub-lattices, one composed of random
potentials (the Anderson chain), the other having non-random
segments.

The degrees of freedom associated with the lateral DNA
bases appearing in the above equations can be removed by
substituting [38]

ψG
j = [V ′/(E − εG)]ψC

j , for even j, (5)

into the equation for the coefficients ψC
j , yielding

EψC
j = ε∗

Cψ
C
j + V (ψG

j−1 + ψG
n+1), (6)

where
ε∗

C = εC + [V ′2/(E − εG)] (7)

is the renormalized potential at the cytosine sites at which the
G bases are laterally attached. For those cytosine bases with no
lateral attachment, the potential remains the bare one.

Therefore, after having eliminated the coefficients
associated with the lateral G bases, the remaining set of
equations expresses an alternating sequence of CG (or CT).
Most importantly, the C sites have now two possible values
for the on-site potential, namely ε∗

C with probability p or εC

with probability 1 − p, respectively. The remaining bases
of the periodic sequence all have the same potential: εG for
poly(CG) or εT for poly(CT). The random character of the
diluted base pairing is reflected in a random sequence for the
effective on-site energies of the cytosine sites. This kind of
sequence is similar to the structure so-called diluted Anderson
model. It consists of two inter-penetrating sequences: a
periodic sequence containing the guanine or thymine sites, for
poly(CG) or poly(CT) respectively, and a random sequence
containing bare and renormalized cytosine sites. Due to the
periodicity of the non-random sub-lattice, a special resonance
energy E0 appears with vanishing wavefunction amplitudes
on the random sub-lattice [34–37]. Therefore, this mode is
mainly insensitive to the presence of disorder and may lead to
a possible mechanism for inducing conductance in such DNA-
based molecules. For the poly(CT) molecule, the resonance
energy is E0 = εT. At this energy, the renormalized cytosine
potential remains finite, and a divergence of the localization
length of the one-electron eigenmodes as the resonance energy
is approached can be anticipated [34, 36]. On the other hand,
the resonance energy for poly(CG) molecules is E0 = εG.
At this energy, the renormalized cytosine potential diverges.
This case corresponds to an effectively infinite disorder which
counteracts the delocalization effect. With such reasoning, one
expects diluted base pairing to induce a stronger localization of
the one-electron eigenfunctions in poly(CG) than in poly(CT)
chains.

3. Numerical results

In order to illustrate numerically the above described features,
we compute the Lyapunov exponent γ (E) (which is the inverse
of the localization length	) of long DNA segments, by means
of the following equation:

γ (E) = 1/	(E) = (1/2N) ln
[
Tr

∣∣∣G N+1
1,N+1

∣∣∣
2]
, (8)

where G N+1
1,N+1 denotes the Green’s function operator between

the first and the (N + 1) th sites. To compute this operator,
we use a standard recursion method (see [39] for details). For
extended states, 1/	(E) vanishes in the thermodynamic limit.

In the following numerical study, we will take V ′ =
V , although base pair couplings are weaker than the intra-
strand coupling [40]. Further, in most of the following
calculations, we consider V = 1 eV which is somewhat larger
than previously reported estimates of intra-strand transfer
integrals [41, 42]. However, the resonance effect that we
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Figure 2. Plot of the electronic density of states (DOS) versus the reduced energy E (in units of eV), for the particular cases of transfer
integral V = 1 eV. (a) Poly(CG)-based DNA sequences. The band gap persists for poly(CG) chains with diluted base pairing and all van Hopf
singularities are rounded off. (b) Poly(CT)-based DNA sequences. The bands coalesce for base pair diluted poly(CT) before splitting in three
bands. Disorder does not affect the van Hopf singularity at E = εT. The gapless band structure, together with the non-localization of the
resonance state, favors the electronic transport in this case.

are going to explore is robust with respect to distinct transfer
integral values and can be more clearly analyzed without
considering the additional energy scale associated with distinct
intra-strand and inter-strand transfer integrals. Estimates
for the values of the tight-binding on-site potentials of the
nucleobases are quite spread in the literature and depend on the
molecular environment [31, 42, 43]. Here, we will consider
the ionization potentials of nucleobase monomers reported
in [44] as a typical set of parameter values (εT = 9.14,
εG = 7.75 and εC = 8.87, all units in eV). In addition, we
apply an exact diagonalization of the complete tight-binding
Hamiltonian, given by equations (1)–(3), to compute explicitly
the participation number of all eigenstates.

We start by using the recursion Dean method to obtain the
electronic density of states (DOS). In figure 2, we show our
results for three representative values of the concentration of
paired cytosine bases, namely:

(i) p = 0, corresponding to pure poly(CG) and poly(CT)
chains;

(ii) p = 1, describing the poly(CG) and poly(CT) chains with
guanine bases laterally attached to all cytosine bases;

(iii) p = 0.5 representing a typical sequence of diluted base
pairing.

In figure 2(a) we display our results for the poly(CG)
sequences with V = 1 eV. As one can see, the electronic
density of states has two main bands, which is typical of binary
sequences, with the gap for p = 1 being larger than for p = 0.
Such enhancement of the energy gap is a direct consequence
of the base pairing. For p = 0.5 one notices that all van Hopf
singularities at the band edges are rounded off by the presence
of disorder. The fluctuations in the DOS have been exploited in
the literature to identify the nature of the states [45, 46]. The
variance in the number of states in a given energy window will
scale linearly with the system size for localized states while
having just a slow logarithmic scaling for extended states.
These two regimes reflect the distinct level spacing statistics
of localized and extended states. As a result, much smaller

fluctuations are attained in the normalized DOS when extended
states are present as compared to the fluctuations observed
in the energy range corresponding to localized states. These
fluctuations are of the same magnitude in the two bands, which
indicates that these bands are equally affected by disorder.

The DOS for poly(CT)-based chains are depicted in
figure 2(b). For these molecules, one can observe a series of
relevant features not found in the previous case. Firstly, one
sees that the two-band structure of the binary p = 0 case
evolves to a three-band structure at p = 1, as expected for
a periodic structure with three distinct sites in the unit cell. It
is important to stress that, although after renormalization the
poly(CT) has just two sites per unit cell at p = 1, the energy
dependence of the renormalized cytosine potential takes into
account the original three-site structure. It is interesting to
notice that the bottom of the upper band at p = 0 coincides
with the top of the middle band at p = 1. This energy
corresponds exactly to E0 = εT. When the concentration of
the attached guanine bases increases, the two-band structure
firstly coalesces into a single band, before splitting into three
bands, as shown for the particular case of p = 0.5. Further, the
van Hopf singularities are rounded off, except the one located
at E0 which corresponds to the resonance state insensitive to
disorder. Therefore, diluted base pairing produces a gapless
band structure while keeping the states around E0 extended, an
ideal scenario for electronic transport. Additionally, the DOS
exhibits stronger fluctuations at the bottom than at the top of
the energy band, indicating that the low-energy states are more
strongly localized than the high-energy states.

By computing the Lyapunov exponent γ = 1/	, one
can directly measure the disorder effect on the nature of
the electronic eigenstates. In figure 3(a), the spectrum of
the Lyapunov exponent for the base pair diluted poly(CG)
molecule with p = 0.5 is shown. Notice that, for the
hopping amplitude V = 1 eV, the Lyapunov exponent
achieves a minimum value of the order of 10−2 in both
energy bands. Therefore, the maximum localization length
in this chain is of the order of 100 sites, i.e., no delocalized
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Figure 3. (a) Lyapunov exponent γ (E) versus energy E (in units
of eV) for a poly(CG) DNA sequence with p = 0.5 diluted base
pairing. All states are exponentially localized, with the maximum
localization length being of the order of 102 sites for V = 1 eV and
decreasing as 1/V 2. (b) Same as in (a) but for a poly(CT) DNA
sequence. For E = εG one observes a strong localization as the
renormalized energy ε∗

C diverges. At the resonance energy
E = E0 = εT the mode is not affected by disorder and keeps its
Bloch-like character. Data for different values of the transfer integral
V confirm that the resonance mechanism is robust with respect to
this energy scale.

mode survives to diluted base pairing in binary periodic DNA
sequences of corresponding bases, such as poly(CG). The
average localization length scales as 1/V 2. Further, this
kind of disorder affects the two bands in a similar way,
as already pointed out through the analysis of the DOS
fluctuations. Figure 3(b) shows the corresponding Lyapunov
exponent spectrum for a poly(CT) chain with p = 0.5 diluted
base pairing. Here, one can observe the presence of two
singularities. The first one is at E = εG which corresponds to
the energy at which the renormalized ε∗

C diverges, thus leading
to an effective infinite disorder. At this energy the one-electron
mode is strongly localized. The second singularity is at E =
E0 = εT. This corresponds to the energy mode not affected
by the disorder. This mode has a Bloch-like character [34, 36].
In addition, we observe explicitly that the low-energy modes
are more localized than the high-energy ones, in agreement
with the observation that these regions depict distinct DOS
fluctuations. In figure 3 we also show the spectra of Lyapunov
exponents computed considering chains with weaker hopping
amplitudes (V = 0.5 and 0.25). These also display the same
resonances, thus corroborating the anticipated robustness of the
resonance mechanism with regard to distinct energy scales of
the transfer integrals.

In order to characterize the overall dependence of the
localization length of the one-electron eigenstates on the
concentration p of laterally attached bases, we performed
an exact diagonalization of the Hamiltonian of chains with
103 sites in the main periodic structure. As a representative
measure of the localization length of each mode, we computed
the participation number defined as ξ = 1/

∑
j,α ψ

4
j,α.

Figure 4 depicts the average participation number 〈ξ〉 of
all eigenstates as a function of the concentration p for base

Figure 4. Mean participation number 〈ξ〉 versus the concentration p
of laterally attached guanine bases for both poly(CG) and poly(CT)
DNA sequences with transfer integral V = 1 eV. Due to the presence
of an extended resonance mode, the base pair diluted poly(CT)
molecule shows a larger average localization length than the
poly(CG) one. The asymmetric dilution effect in poly(CG) is a
consequence of the joint effects of Anderson localization and band
gap enhancement.

pair diluted poly(CG) and poly(CT) chains with V = 1 eV.
In the limits of p = 0 and p = 1, 〈ξ〉 becomes of the
order of the chain size due to the absence of disorder. At
finite concentrations, the average participation number of the
base pair diluted poly(CG) is always smaller than that for
poly(CT). Further, the dilution effect on poly(CG) is quite
asymmetric, with the localization being more pronounced
at small concentrations of attached bases than at large
concentrations. For poly(CT), the minimum in the average
participation number occurs at maximum disorder (dilution
concentration p = 0.5), corresponding to the regime in which
the energy bands are superposed.

The quite distinct effects caused by diluted base
pairing in poly(CG) and poly(CT) will have a significant
impact on the electronic transport. To illustrate this, we
solved the time-dependent Schrödinger equation to investigate
the time evolution of a wavepacket initially localized at
the central guanine (thymine) base of the main periodic
poly(CG) (poly(CT)) sequence. The initial wavepacket has
a wide spectral distribution and, therefore, its time evolution
contains contributions coming from all eigenmodes. In
the calculations, we considered chains with 80 000 sites in
the main periodic sequence and integrated the Schrödinger
equations numerically. The integration time was long enough
to allow the wavepacket to spread and reach the asymptotic
regime before touching the chain boundaries.

The time evolution of the wavepacket root mean square
deviation is shown in figure 5, considering the time measured
in units of eV/h̄ � 6.58 × 10−16 s. For the poly(CG)
chain with diluted base pairing, the wavepacket exhibits an
initial transient after which its width saturates. The saturation
wavepacket width is of the order of the average localization
length of the one-electron eigenmodes. The saturation time
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Figure 5. The wavepacket root mean square deviation σ as a function of time (in units of eV/h̄) for (a) V = 1 eV and (b) V = 0.25 eV. For
poly(CG) with diluted base pairing, the wavepacket width saturates after an initial transient time on the scale of picoseconds, irrespective to
the transfer integral. On the other hand, the saturation is interrupted for the poly(CT) molecule when V = 1 eV (a). The wavepacket develops
an asymptotic diffusive spread due to the contributions coming from the effectively extended state. In the weak coupling regime (b), the
intermediate regime is suppressed and the asymptotic diffusive spread sets up after the initial transient.

is on the scale of picoseconds, after which the wavepacket
remains trapped in a finite segment. The saturation wavepacket
width for the diluted poly(CG) chain is roughly independent
of the transfer integral. For the poly(CT) chain with diluted
base pairing, the wavepacket exhibits a similar initial transient.
For hopping integral V = 1 eV (figure 5(a)), the saturation
of the wavepacket width, which starts to occur on the same
timescale as for poly(CG), is interrupted by a crossover to an
asymptotic diffusive spread. In this regime, the wavepacket
dynamics is governed by the contributions coming from the
effectively extended states located near the resonance energy.
This asymptotic diffusive regime sets up for timescales larger
than 10 ps. For weaker transfer integrals, as shown in
figure 5(b), the intermediate dynamical regime is suppressed.
The initial transient lasts longer due to the effective weakening
of the disorder mediated by the coupling of the main chain
to the guanine lateral bases. The asymptotic regime remains
diffusive. Therefore, the influence of the resonance mode in the
wavepacket dynamics becomes stronger in the weak coupling
regime.

4. Summary and conclusions

In summary, we investigated the nature of the one-electron
eigenstates within a tight-binding model of DNA-based
poly(CG) and poly(CT) molecules with diluted base pairing.
The model considers that guanine nucleotides are allowed to
attach laterally to the cytosine bases of the main chain with
probability p. We demonstrated that this model can be exactly
mapped on the diluted Anderson model, consisting of two
inter-penetrating chains. One of these chains is composed of
non-random units: G sites for poly(CG) or T sites for poly(CT).
The second chain is a random sequence of bare cytosine sites
with on-site potential εC and renormalized cytosine sites with
effective on-site potential given by ε∗

C = εC + V ′2/(E − εG).

By employing a recursion method to compute the
electronic density of states as well as the Lyapunov exponent,
and solving the time-dependent Schrödinger equation to
follow the time evolution of an initially localized wavepacket,
we found qualitatively distinct influences of diluted base
pairing in each chain model. For the poly(CG) case, the
disorder introduced by the diluted base pairing promotes
the exponential localization of all one-electron states.
Furthermore, it enhances the gap between the two main bands
of allowed energy states. These two factors reinforce the
insulator character of this molecule. On the other hand, for
poly(CT) molecules, there is a resonant mode with energy
E0 = εT which is not affected by the disorder and remains
extended with a Bloch-like character. Besides, the two energy
bands, typical of the pure poly(CT) molecule, coalesce into
a single band for intermediate dilution before splitting into
three bands. Therefore, when the Fermi energy coincides
with the resonance energy, we have a typical scenario favoring
electronic transport: a gapless density of states with extended
states near the Fermi level. As one approaches the resonance
energy from below, the localization length of the one-electron
modes diverges. Above E0 the localization length remains
finite. This feature implies that hole transport will predominate
over electron transport.

We presented also the dynamics of a one-electron
wavepacket and found that the wavepacket width in poly(CG)
with diluted base pairing saturates after an initial transient on a
scale of a picosecond. For poly(CT), the wavepacket dynamics
develops a crossover to an asymptotic diffusive spread due to
contributions coming from the effectively extended states. The
presence of a resonance state and the consequent diffusive one-
electron dynamics found in poly(CT) with diluted base pairing
will also be present in other DNA-based periodic sequences
with random base pairing. The essential ingredient is that the
laterally attached nucleobase must be distinct from the base
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unit of the main sequence at which no base pairing is allowed.
In our model, we just considered the case of clean DNA
molecules and did not take into account the possible effect
of the environment. The presence of water molecules and
counterions [47] is known to introduce additional disorder and
thus enhance the Anderson localization. Further, geometrical
distortions may also strongly affect the electron transport by
introducing disorder. In particular, it is known that the terms
for coupling between nucleobases undergo large fluctuations
under structural distortions [48]. These effects will affect
similarly the poly(CG) and poly(CT) molecules with diluted
base pairing. As a result, the average localization length
will be reduced by the disorder due to the environment and
geometric distortions. Besides, the poly(CT)-based molecule
will still be able to transport electrons over distances much
longer than those for its poly(CG) counterpart due to the
resonance mechanism that we reported. This mechanism is
quite robust and is expected to sustain the resonance state
even in extended models that consider the transfer integral
of paired bases smaller than that along the main strand, as
well as additional orbitals representing the sugar–phosphate
backbone. We hope that the present findings described in this
work will stimulate further developments in the synthesis and
characterization of new DNA-based molecules with potential
applications in nanobioelectronics.
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